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Abstract. In several areas of the world such as France, fire brigades
are facing a constant increase in the number of their commitments, some
of the main reasons are related to the growth and aging of the popula-
tion and others to global warming. This increase occurs principally in
constant human and material resources, due to the financial crisis and
the disengagement of the states. Therefore, forecasting the number of
future interventions will have a great impact on optimizing the num-
ber and the type of on-call firefighters, making it possible to avoid too
few firefighters available during peak load or an oversized guard during
off-peak periods. These predictions are viable, given firefighters’ labor is
conditioned by human activity in general, itself correlated to meteorolog-
ical data, calendars, etc. This article aims to show that machine learning
tools are mature enough at present to allow useful predictions considering
rare events such as natural disasters. The tools chosen are XGBoost and
LSTM, two of the best currently available approaches, in which the basic
experts are decision trees and neurons. Thereby, it seemed appropriate to
compare them to determine if they can forecast the firefighters’ response
load and if so, if the results obtained are comparable. The entire process
is detailed, from data collection to the predictions. The results obtained
prove that such a quality prediction is entirely feasible and could still be
improved by other techniques such as hyperparameter optimization.

Keywords: Long short-term memory · Extreme gradient boosting ·
Firemen interventions · Machine learning · Forecasting.
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1 Introduction

Most of the problems faced on a day-to-day basis by fire brigades are related to
the increase in the number of interventions over time and with the management
of an insufficient budget. This results in personnel and equipment shortages and
affecting the response time to the incidents. Therefore, taking advantage of their
data gathered through the years to build models that can predict the occurrence
of an intervention in the future would help in establishing better strategies to
nurse the community and reduce the response time. Consequently, more lives
would be saved with fewer efforts.

Making a review of the literature, researches on the specific field of forecasting
the number, type or location of interventions for fire departments is still scarce
in the literature [5]. For this reason, the present work compares the use of two
machine learning (ML) methods: the Extreme Gradient Boosting (XGBoost),
which is based on decision trees that highly optimize the processing time and
model complexity. And, the Long Short-Term Memory (LSTM), a highlighting
variation of the Recurrent Neural Network (RNN) and introduced by [12], which
has shown a remarkable performance in sequential data applications along with
overcoming the vanishing gradient problem presented in the RNN [10, 11]. With
the primary objective of providing a data-driven decision-making approach for
fire departments to forecast the number of interventions in the next hour. As
references, it was taken some researches with LSTM: short-term traffic speed
and flow predictions [13, 8] and a survey on the analysis of eight LSTM variants
on three tasks: speech recognition, handwriting recognition, and polyphonic mu-
sic modeling [11]. For XGBoost one can find researches predicting traffic flow
prediction using ensemble decision trees for regression [4] and with a hybrid deep
learning framework [15].

The following sections of this paper are structured as: in Section 2.1 the
way the data were acquired and encoded is presented; in Section 2.2 a short
description of LSTM and XGBoost methods is provided; in Section 3 prediction
results are described and a discussion to highlight the results is made, and in
Section 4 concluding thoughts and forthcoming works are given.

2 Materials and Methods

2.1 Data Acquisition and Encoding

It was considered two sources. The main contains information about all the inter-
ventions recorded from 2006 to 2017 by the fire and rescue department SDIS25,
in the region of Doubs-France. And the second contains external variables such
as weather, traffic, holidays, etc.

First, the date and the time of each intervention were extracted, in order
to recognize time patterns on the occurrence of incidents. For example, it was
noticed that there were more interventions occurring during the day. Besides,
meteorological data were considered, which contributes significantly to the fore-
cast of the number of incidents (e.g., road accidents are related to road surface
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condition). Holidays and academic vacations were also taken into account in view
of young people tend to go out during these periods. Thus, a dictionary was or-
ganized as it is described in [5], section III, subsection A, with the following
differences:

– The height of the six most important rivers of the Doubs department was
considered. The average, the standard deviation and the number of readings
belonging to the block of 1h were used [2].

– From the Skyfield library [3], it was taken the distance between the Earth
and the Moon to examine its influence in natural disasters.

– Festivities such as Ramadan, Eurockéennes, Percée du Vin Jaune and the
FIMU were included as indicators with values 1 for the eve, duration and a
day after, and 0 for normal days.

– After analyzing the data, it was discovered that leap years have an impact
on the variable of the day in the year. For instance, July 14th (the National
Day of France) is not the same day when the month of February has 29 days.
For this reason, February 29th of 2008, 2012 and 2016 were removed.

The data were transformed into our learning format employing two meth-
ods from Scikit-learn library [14]. The “StandardScaler” method was applied
to numerical variables such as year, hour, wind speed and direction, humidity,
nebulosity, dew point, precipitations, bursts, temperature, visibility, chickenpox,
influenza, and acute diarrhea statistics, rivers height and moon distance; which
re-scales the distribution of values to zero mean and unit variance. The “OneHo-
tEncoder” method was employed to convert into indicators categorical variables
such as Bison Futé’s values, day, day of the week, day of the year and month,
holidays, barometric trend and festivities. The original target values were kept
(the number of interventions) because the distribution of the interventions count
is better represented by discrete values.

The organization of each sample consisted of joining the extracted features
with the number of interventions of the previous 169 hours (1 week plus 1h).
Eventually, the data set is considered as sequential data and converted to su-
pervised learning, i.e., the target is the number of interventions in the next hour
(t+ 1) of a present sample (t).

2.2 Machine Learning Techniques for Predicting Firefighters
Interventions

Long Short-Term Memory Its memory cell consists of one principal layer
and three gate controllers: input, forget and output. The principal layer analyzes
the present entry xt and the preceding short-term state ht−1. The input gate
regulates the flow of new memories. The forget gate controls which memories
will be eliminated from the previous long-term state ct−1, and with the new
memories it is obtained the new long-term state ct. The output gate establishes
which memories will be considered as the new output of the LSTM cell for a
specific time step, i.e., the y(t), which at some point during the operation is equal
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to the new short-term state h(t) [9]. The process is mathematically expressed
as:

it = σ(WT
xi · xt +WT

hi · ht−1 + bi) (1)

ft = σ(WT
xf · xt +WT

hf · ht−1 + bf ) (2)

ot = σ(WT
xo · xt +WT

ho · ht−1 + bo) (3)

gt = tanh(WT
xg · xt +WT

hg · ht−1 + bg) (4)

ct = ft ⊗ ct−1 + it ⊗ gt (5)

yt = ht = ot ⊗ tanh(ct) (6)

where Wxi, Wxf , Wxo and Wxg are the weight matrices for their connection to
the input vector xt; Whi, Whf , Who and Whg are the weight matrices for their
connection to the previous short-term state ht−1; and bf , bg, bi and bo are the
bias terms of each layer. For more details about LSTM, see [12, 10, 9].

Our LSTM model was developed with Keras library [7]. It was built with
one LSTM layer and 6000 neurons, one dense layer with one neuron as output
and a last layer with the LeakyReLU activation function, considering 0.1 in the
negative slope coefficient. The time step was one per input. For the training
phase, the Stochastic Gradient Descent optimizer was used with a learning rate
of 0.01, momentum and decay values of 0.0001, Poisson as loss function, a batch
size of 64 and 200 epochs with an “EarlyStopping” of 10 epochs to monitor the
loss function decrease of the validation set.

Extreme Gradient Boosting XGBoost uses a new regularization approach
over the conventional Gradient Boosting Machines (GBMs) to significantly de-
crease the complexity. In order to measure the performance of a model given a
certain data set, XGBoost defines an objective function considering the training
loss L(θ) and regularization Ω(θ) terms, where the latter penalizes the complex-
ity of the model and prevents the overfitting, and θ refers to the parameters that

will be discovered during the training (Eq. 7). The result model ŷ
(t)
i at training

the round t is the combination of k trees, i.e., an additive strategy is applied
during the training, one new tree that optimizes the system ft(xi) is added at a

time to the model ŷ
(t−1)
i generated in the previous round, where xi is the input

(Eq. 8). To determine the complexity of the tree Ω(f), [6] proposed an approach
that defines it as Eq. 9, where the first term γT evaluates the number of leaves
T , taking γ as a constant, and the second term computes L2 norm of leaves
scores wj . In Eq. 10 and Eq. 11, gi and hi respectively, are the first and second
order partial derivatives after taking the Taylor expansion of the loss function
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chosen, Ij = {i|q(xi) = j} is the group of indices of data points attributed to the
j-th leaf and q(x) is the structure of the tree. Finally, in the objective function,
the argument of the minimum and the minimum of the quadratic function for
the single variable wj are taken, considering q(x) as fixed and λ as a very small
constant value, the outcomes are Eq. 12 and Eq. 13, where the latter assesses
the quality of a tree structure, i.e., an smaller score is better [6].

obj(θ) = L(θ) +Ω(θ) (7)

ŷ
(t)
i =

t∑
k=1

fk(xi) = ŷ
(t−1)
i + ft(xi) (8)

Ω(f) = γT +
1

2
λ

T∑
j=1

w2
j (9)

Gj =
∑
i∈Ij

gi (10)

Hj =
∑
i∈Ij

hi (11)

w∗j = − Gj

Hj + λ
(12)

obj∗ = −1

2

T∑
j=1

G2
j

Hj + λ
+ γT (13)

Our XGBoost model was improved using a GridSearchCV procedure from the
Scikit-learn library [14]. The best model used in this research has a max depth
of 3, a learning rate of 0.1, the learning task is Count and the learning objective
is Poisson, which is for data counting problems; the remaining parameters were
kept as default.

3 Prediction Results and Discussion

3.1 Prediction Results

The metrics defined to evaluate the results are the Root Mean Square Error
(RMSE) and the Mean Absolute Error (MAE). And because the events to be
predicted are countable, the accuracy score was also considered with a margin
of error zero (ACC0E) that represents the number of exact predictions reached,
with a margin of error less or equal to one (ACC1E) and to two (ACC2E), which
provides feasible results for real applications. In order to discover unusual years
through the analysis of the prediction metrics, during each iteration, each year is
predicted (it is considered as testing set), the remaining years are used as training
and validation sets (e.g., to predict 2006, 2007-2017 were used as learning sets;
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to predict 2007, 2006 and 2008-2017 were used as learning set, etc). Naturally,
this is not a real case, but it provides information about how well can each
year be predicted and why some years present atypical results. The data set
was not cleaned from possible outliers, such as natural disasters (e.g., storms,
fires, floods) and strikes that were found in our search analysis. Considering that
in real-world applications, the system must perform well in such conditions it
is worth maintaining these occurrences and evaluates the performances of the
proposed methods.

Thus, Table 1 presents data analysis of the interventions per year, with the
metrics: total number of interventions (Total Interv.), the average (Average),
the standard deviation (Std. Dev.) and the maximum number of interventions
(Max. Interv).w Table 2 presents the results of the forecast to both LSTM and
XGBoost models for all years (2006-2017). Fig. 1 represents the total number of
interventions per year. Fig. 2, Fig. 3 and Fig. 4 illustrates responses of LSTM
and XGBoost models on 100 samples trying to predict an unusual number of
interventions occurred in 2010, 2011 and 2016 as a result of natural disasters in
the Franche-Comté region. Moreover, forecasting results on 100 samples for 2017
are presented in Fig. 5, which is the year that only considers past years in the
training process and presents an uncommon behavior due to ambulance strikes
and climate conditions presented in the Doubs region during that year. Lastly,
taking into account that the LSTM NN and the XGBoost models predict real
values (e.g., 5.67 interventions), results were transformed to the closest integer
(e.g., 6 interventions) for being coherent with real-world applications.

3.2 Discussion

The purpose of this research was to develop and evaluate two ML methods on
forecasting the number of future firefighters interventions using data from 2006
to 2017, dividing them in training, validation and testing sets. As presented in
Table 2, one can see that with reasonable efforts on features and relatively basic
use of the XGBoost and LSTM techniques, quite good predictions results were
obtained. Furthermore, it was noted that the results in both methods were very

Table 1. Data analysis of the interventions during 2006-2017

Year Total Interv. Average Std. Dev. Max. Interv.
2006 17,375 1.98 2.04 30
2007 19,368 2.21 2.06 13
2008 18,037 2.05 1.95 16
2009 28,719 3.27 3.34 84
2010 29,656 3.38 3.05 93
2011 33,715 3.84 3.66 48
2012 29,070 3.31 2.50 26
2013 29,830 3.40 2.48 30
2014 30,689 3.50 2.55 22
2015 33,586 3.83 2.68 21
2016 34,434 3.93 3.13 85
2017 37,674 4.30 2.94 22
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Fig. 1. Total number of interventions per year.

Table 2. Prediction results on data 2006-2017

Year
LSTM XGBoost

RMSE MAE ACC0E ACC1E ACC2E RMSE MAE ACC0E ACC1E ACC2E
2006 1.60 1.13 28.28% 73.04% 90.99% 1.61 1.16 25.55% 73.27% 90.86%
2007 1.63 1.19 27.27% 70.91% 89.06% 1.66 1.20 26.19% 71.48% 88.83%
2008 1.59 1.16 26.83% 71.68% 90.28% 1.64 1.22 24.45% 69.94% 89.55%
2009 2.28 1.49 22.72% 62.28% 83.00% 2.39 1.58 21.59% 59.04% 80.36%
2010 2.32 1.49 23.17% 61.96% 81.92% 2.22 1.51 22.65% 60.82% 81.50%
2011 2.49 1.68 21.05% 57.54% 78.92% 2.55 1.69 21.07% 58.16% 78.93%
2012 2.06 1.53 21.30% 58.26% 81.11% 2.08 1.55 21.16% 58.03% 80.02%
2013 2.05 1.53 21.15% 58.81% 80.58% 2.06 1.54 20.91% 58.68% 80.22%
2014 2.04 1.52 21.26% 59.10% 81.17% 2.06 1.52 21.47% 59.37% 81.00%
2015 2.09 1.58 21.14% 56.41% 79.49% 2.09 1.56 21.51% 57.70% 79.48%
2016 2.64 1.71 18.94% 53.91% 77.51% 2.58 1.67 19.16% 55.49% 78.42%
2017 2.26 1.69 19.90% 54.63% 76.80% 2.27 1.68 20.38% 55.59% 76.94%

Fig. 2. Predictions for 2010. Fig. 3. Predictions for 2011.

similar, one for which the basic expert is a neuron (LSTM) and the other a
decision tree (XGBoost).
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Fig. 4. Predictions for 2016. Fig. 5. Predictions for 2017.

Moreover, as one can see in Figs. 2-4, the XGBoost technique is a little
more robust to outlier data than LSTM, where the first recognized the peak
occurrences better during natural disasters. Considering that these occurrences
are highly likely to happen in the future and fire brigades pursue to nurse its
community better, real systems must be prepared to face the input data with
uncommon values. Notwithstanding, the LSTM model presented better metrics
values and accuracies for almost all of the years, which represents that in normal
conditions and even with higher error values during peak occurrences, its metrics
outstand those from XGBoost. Moreover, the use of deeper layers and more time
steps could improve results by better generalizing the data.

Additionally, as presented in Table 1 and in Fig. 1, an increment in the
number of interventions throughout the years is clearly highlighted, which could
be probably due to population-aging and growth. However, one can notice an
abnormal increment from 2008 to the years 2009 and 2011, in which natural
disasters took place, i.e., in contrast to the aforementioned years, 2012-2015
follow a regular pattern of increment. This characteristic is also noted analyzing
the metrics average, where from approximately 2 interventions per hour in 2008
increases to almost 4 in 2011; the standard deviation with higher values are for
the years 2009-2011 and 2016, where the data were more sparse due to peak
value occurrences during natural disasters, which is also well represented by the
maximum number of interventions.

Also, in Table 2 one can observe a high increment in the RMSE and MAE
metrics and a decrement in the ACC0E, ACC1E and ACC2E metrics starting
from 2009. Initially, for the years 2009-2011 and 2016, poor metrics results are
obtained probably occasioned by the outlier data. However, for 2012-2015 this
increment is also following a normal pattern comparing to the increment of the
total number of interventions. Finally, 2017, which is the most realistic predic-
tion, presents lower ACC02E accuracy, which is probably because of the typical
increment over the years and because of some factors that could not be detected
by the models as outlier data, i.e., the increment was not just for a few hours
like peaks (e.g., the Max. Interv. is just 22), but for many samples. In our search
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analysis, we found that there was an ambulance strike that lasted 29 days be-
tween September and October, resulting in more incident attendance for the fire
brigade. Also, it was found online sources related to an increment of 60% in the
number of interventions for the Doubs department caused by a heatwave that
occurred in June [1].

Therefore, for normal years, i.e., without outlier data the proposed models
could achieve a good prediction, e.g., for 2006-2008 both models could predict
with a high level of accuracy considering the ACC1E and ACC2E metrics ap-
proximately 73% and 90% were accomplished respectively. And, for years in
which social or natural circumstances affected directly the prediction results,
the scores are still acceptable for practical purposes, i.e., we do recognize that
an intelligent system with accuracy between 50% and 70%, could not be used as
first decision-making approach for fire brigades. However, we believe that results
can even be improved by adding significant features and developing new models.

4 Conclusion

The development of intelligent systems to predict the number of interventions
at a given time into the future could help fire brigades around the world to
efficiently prepare themselves for future incidents. This paper presented two
well-known machine learning methods, the LSTM and the XGBoost to predict
the number of interventions for the next hour that firefighters would face in the
region of Doubs-France. To validate the performance of both methods, a data set
containing interventions information registered during 12 years (2006-2017) was
provided by the departmental fire and rescue SDIS25, located in Doubs-France.

The analysis of the results demonstrated a high increment in the number of
interventions over the years, wherein 12 years this value was more than dupli-
cated. This could represent more and more work for the next years if the pattern
is kept. In other words, a change in the management of the budget must be con-
sidered to prevent personnel and equipment shortages, to continue improving
response times to incidents and to better attend victims’ needs. Furthermore,
results demonstrated that forecasting firemen interventions with good accuracy
are possible and feasible for practical purposes. Considering that both models
were basically tuned, better results can be achieved concentrating more efforts
on the tuning procedure and on arranging features.

For future work, we will continue testing different Machine Learning methods,
combining the LSTM NN with others NN models (e.g., Convolutional NN) and
testing a large number of time steps, evaluating and adding new variables to our
data set (e.g., social events) and trying out feature selection methods (e.g., F-test
and Principal Component Analysis). Additionally, we are working on techniques
capable of predicting the sort and the place of interventions to build a complete
predictive system for firefighters.
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